Chapter 3 Processing and Internal Communications

Introduction

This chapter introduces all the elements of the central processor, which is the brain of the computer. The hardware in the central processor performs all the operations required by the computer. There are three main hardware components in the Central Processing Unit; The Arithmetic and Logic Unit (ALU), the Control Unit and the Registers. The purpose of each of these is examined in this chapter. Communication between each of the three elements is done through internal buses and communication around the computer and the peripherals is done through external buses. Both these types of buses are introduced in this chapter

This chapter also introduces how software uses the hardware. It explains how programs are broken down into a stream of ones and zeros, to be used by the computer. It then examines how the computer uses the binary streams to perform simple operations. 

Central Processing Unit

The CPU is the core of the computer, where all the ‘thinking’ is done. The CPU is the active part of the computer that controls what happens to all other parts of the computer. There are three main parts to the CPU – the ALU, Control Unit and the Registers. Internal buses connect all these elements. The three elements and the buses are all present on the microprocessor chip.

Arithmetic and Logic Unit (ALU)

This unit performs all the mathematical operations needed by a computer. The Arithmetic Unit, using a full adder, can perform addition, subtraction and increment/decrement operations. The Logic Unit uses logic gates to perform Boolean operations such as AND, OR, NAND, NOR etc. 

Control Unit

This is responsible for driving the processing hardware. It controls all the hardware and the movement of information. It achieves this by generating signals that indicate where information is to be sent and what each section of hardware should do with the information. As can be seen from the diagram, the inputs to the control unit are the master clock and the input register. The master clock input synchronised the control unit so that all the output signals are timed to the master clock. This synchronisation means that all the elements in the computer are timed to the same clock.

Registers

These are temporary holding areas for information. There are two types of registers; the user visible registers and the status registers. The visible registers hold the information that a program places in them. The status registers hold information about the condition of the hardware or program. The CPU sets these registers and the program has no control over them.

Buses

These are the method of transportation for all information around the CPU. The bus width is defined as the amount of data that a bus can carry at any one time. If a bus is 8 bits wide, then 8 bits of data (or one byte) can be carried at a time. In this way public transport is more effective then each bit getting into it’s own car to get around. The busses are represented in the diagram by 

This indicates that more then one bit is transferred at a time. The busses internal to the CPU do not get individual names. The external busses around the motherboard and to the outside world do. The busses to the outside of the computer are called expansion busses. These are the busses that work with the expansion slots that we saw in Chapter 1 called the AGP, ISA and PCI busses.

The transport of information is a time consuming process. The bus does not carry the information at the same speed as the processor operates. This is the slowest part of the internal workings of the CPU.

Instruction Processing

Programs are a series of instructions for a computer to do a task. Programs have to be written in a language understood by the computer. The hardware in a computer is able to move, store and manipulate information in the form of electronic signals. These electronic signals can only represent a one or a zero. A computer can only process ones and zeros (binary) through its hardware. This section will look at different types of computer programs and how the computer uses them

Program Languages

A computer can only process binary, therefore all programs must be stored in binary in the computer. This is an extremely long continuous stream of ones and zeros. It would be very difficult to write sequences of ones and zeros to perform operations. Compilers overcome this. A compiler translates a program into a binary stream to perform the operations described by the program. Computer languages are divided into high-level and low-level languages. The lower the language, the less compiling required

	Language
	Looks like
	High / Low level Language

	Binary Stream
	0011101010100111
	Low level Language (no compiling)

	Assembly Code
	ADDA 3

SUBA 5, 4
	Low Level Language

	C
	void main(void)

{

a = 3+1;

}
	High Level

	HTML
	<HTML>

<BODY>

THIS IS MY WEB PAGE

</BODY>

</HTML>
	High Level


Fetch and Execute Cycle

This looks at the method of using the binary stream to get the CPU to perform tasks. The computer reads in a binary stream as a program and we are going to look at how the computer uses that stream to perform the requested task.

Example

We want to get the CPU to look at what is in register A and add the number 3 to it.

We write in the command 
ADDA 3

This written in hexadecimal
F1 03 

(F1 is the code for ADDA. Each command is 

  assigned a different hexadecimal code)

In Binary 


11110001 00000011

Fetch Cycle

This is the data stream that the computer sees. The computer recognises that the first byte of the data stream is the command code and sends that first byte to the address register as this is the address of the sequence of commands in main memory to perform the ADDA instruction

The rest of the stream is sent into the buffer register to be stored for when it is needed. 

The address register sends the request for the sequence of commands to be ‘Fetched’ from main memory (RAM). The sequence is stored at the address in main memory that the command code held.

Execute Cycle

The Control Unit executes the command sequence that has been fetched by controlling what information goes into the adder and then putting the result into register A

Questions 

1. What is the difference between high level and low level computer languages

2. What do compilers do 

3. What are the three main elements of the CPU

4. What is the function of the ALU

5. What does the Control Unit do 

6. What is the function of the registers in the CPU

7. Why is instruction processing called the fetch and execute cycle

8. What are the two main types of busses

9. Name three different types of external busses

10. What is another name for an external bus

11. Using a diagram, describe the fetch and execute cycle

12. They bus is the slowest part of the fetch and execute cycle. Can you describe a technique used to eliminate the bus from the fetch and execute cycle and thus increase the speed of execution

